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The responses of five pigeons were reinforced on concurrent variable-interval variable-
interval reinforcement schedules in which changeover key responses changed the stimulus
and reinforcement schedules associated with the food key. While the reinforcement avail-
ability in one component remained unchanged throughout the experiment, the rein-
forcement availability in the other component was, during several conditions, signalled
by the onset of an additional discriminative stimulus. During unsignalled conditions, both
the relative frequency of responding and the relative time spent in each component ap-
proximated the obtained relative reinforcement frequency in each component. The effect
of signalling reinforcer availability in one component was to (1) reduce responding in the
signalled component to near-zero levels, and (2) increase the relative time in the unsig-
nalled component, without a corresponding increase in the obtained relative reinforce-
ment frequency. The magnitude of the increase in relative time in the unsignalled
component decreased as the overall frequency of reinforcement increased. This deviation
in the matching relation between relative time and the obtained relative reinforcement
frequency was eliminated if the overall reinforcement frequency was increased before
the signal was introduced and then, without removing the signal, gradually reduced.
Key words: matching, signalled reinforcement, time allocation, fixed-ratio changeover

requirement, concurrent schedules, key peck, pigeons

In 1961, Herrnstein described a simple but
predictive relationship between responses and
reinforcement. Applied to performance on
concurrent schedules, this rule states that the
pigeon distributes its pecks such that the rela-
tive frequency of responding on one key
matches the relative frequency of reinforce-
ment on that key. Catania (1963) replicated
and extended these findings to a variation of
the concurrent procedure described by Findley
(1958). In this paradigm, responses on one key
(schedule key) were reinforced on different
variable-interval (VI) schedules of reinforce-
ment in the presence of different discrimina-
tive stimuli. Responses on the second key
(changeover key) simply changed the discrim-
inative stimulus and the reinforcement sched-
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ules associated with the food key. A useful
feature of the Findley method is that it allows
the experimenter to assess time as well as re-
sponse allocation to the two schedules. With
this method, Catania (1966) further extended
Herrnstein's findings by demonstrating that
pigeons also matched the relative time spent
in a component to the relative frequency of
reinforcement obtained in that component.
Brownstein and Pliskoff (1968) suggested

that the approximation of the relative re-
sponse frequency to the relative reinforcement
frequency may be a consequence of the rela-
tionship between relative time and relative
reinforcement frequency. That is, if one as-
sumes that the pigeon pecks on the schedule
key at a constant rate, then the relative fre-
quency of responding in a given component
will match the relative reinforcement fre-
quency of that component if the relative time
spent in the component matches the relative
reinforcement frequency.

Brownstein and Pliskoff (1968), Baum
and Rachlin (1969), and Brownstein (1971)
provided evidence that supported the interpre-
tation of matching as a law of time allocation
'by demonstrating that the relative time in a

419

1978, 29, 419-430 NUMBER 3 (MAY)



0HENRY MARCUCELLA and GARRY MARGOLIUS

component matched the relative reinforcement
frequency of that component, even in the ab-
sence of pecking for reinforcement. The
Brownstein and Pliskoff study used a proce-
dure similar to the standard Findley proce-
dure, except that the changeover key was the
only response key available. A response on the
changeover key changed the color of the cham-
ber illumination and its associated schedule
of reinforcement. While each color was in ef-
fect, reinforcers were delivered independently
of the bird's behavior according to a variable-
time (VT) schedule associated with each color.

If a law of time allocation, rather than a law
of response distribution, governs behavior
when responses are reinforced on conc VI VI
schedules, then reducing or eliminating re-
sponding in one component of the schedule,
without altering the relative reinforcement
frequency should not disrupt the matching re-
lation between relative time and relative re-
inforcement frequency. Thus, although re-
sponding in one component of a conc VI VI
schedule is nearly eliminated, pigeons should
still allocate time to each component on the
basis of the relative frequency of reinforce-
ment in each component.
The response rate in one component of a

conc VI VI schedule can be reduced, without
altering the obtained reinforcement frequency
in that component, by signalling reinforcer
availability (Brownstein and Newsom, 1970;
Marcucella, 1976; Wilkie, 1973). In a signalled
VI schedule, the onset of an additional dis-
criminative stimulus signals the availability of
each reinforcer, while the stimulus previously
correlated with the VI schedule signals an ex-
tinction interval of variable duration. How-
ever, Wilkie (1973) reported that, when the
response rate in one component of a conc VI
VI schedule was reduced by signalling rein-
forcer availability, pigeons spent more time
in the unsignalled component than would be
expected according to a time matching law.
The present experiment first extended Wil-

kie's (1973) findings to situations in which a
changeover response requirement was used and
overall reinforcement frequency was held con-
stant. The present experiment then demon-
strated that (1) the magnitude of the prefer-
ence for the unsignalled component decreased
as the overall reinforcement frequency was
increased, and (2) the manner in which the
signal was introduced affected preference. The

results suggested that the deviation from a
time matching law, produced by the abrupt
introduction of an extinction-correlated stim-
ulus (Marcucella, 1976), is a contrast-related
phenomenon and not an indication of a fixed
preference for unsignalled reinforcement.

METHOD

Subjects
Five male Silver King pigeons were main-

tained at 80% of their free-feeding weights.
Water was available only in the home cage.
Birds 1290, 3759, and 2612 were experimen-
tally naive. Birds 2743 and 3894 had prelim-
inary exposure to similar signalled conc VI VI
schedules.

Apparatus
The experimental apparatus was a stan-

dard pigeon test chamber (Gerbrands Model
#G6510) containing two clear-plastic response
keys. Pecks of at least 0.15 N, on either key,
were recorded and operated a feedback relay
mounted behind the front panel. The rein-
forcer was 4-sec access to mixed grain delivered
by a food hopper located below and between
the two keys. Light from an Industrial Elec-
tronics Engineers projector transilluminated
the keys. The houselight remained off during
the session, but was illuminated at the end of
the session. During reinforcement cycles, both
keylights were turned off and the food hopper
was illuminated. Masking noise was provided
by a white-noise generator and an exhaust fan.
Solid-state programming and recording equip-
ment was located in an adjacent room.

Procedure
In a two-key chamber, the left key (schedule

key) was either red (S1) or green (S2), with
different VI schedules associated with each
component. Both VI timers continued to
operate during changeovers. Each VI schedule
consisted of a series of 20 interreinforcement
intervals, the values of which were derived
from Catania and Reynolds (1968). A sequence
of either 10 (Birds 1290, 2743, 3759, and 3894)
or seven (Bird 2612) responses on the right key
(changeover key) changed the color and the
VI schedule associated with the schedule key.
The first changeover response (COR) darkened
the schedule key, and either the seventh (2612)
or tenth illuminated the schedule key with the
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alternative color. The changeover key was il-
luminated with a vertical line on a white
background, except for 0.75 sec following com-
pletion of the changeover response require-
ment. On these occasions it was darkened in
order to reduce the possibility that the pigeon
would emit a sequence of more than the re-
quired number of changeover responses before
pecking the schedule key.

In some phases of the experiment, reinforcer
availability was signalled during the presence
of the component associated with the red stim-
ulus by changing the schedule key color from
red to blue. If a reinforcer became available
in the signalled component (S1) while the un-
signalled component (S2) was in effect, the
onset of the signal immediately followed com-
pletion of the changeover ratio. The signal
remained on until a response occurred. After
reinforcer delivery, the key color returned to
red. Thus, all signalled component reinforcers
were obtained when the key was blue and red
signalled extinction. Pigeons 2743, 3759, and
3894 were also exposed to one signalled condi-
tion in which blackout (BO) replaced the red
keylight. These data have been included in
the appendix but will not be discussed.

Table 1

Summary of Experimental Conditions

Sched-
uled

Overall
Reinforce- Relative

ment Reinforce-
Schedule Schedule Fre- ment

in SI in S2 quency Fre-
Condi- (in (in (per quency
tion seconds) seconds) minute) in S2

a VI 15 VI 15 8.00 0.50
b VI 15 VI 30 6.00 0.33
c VI 15 VI 60 5.00 0.20
d VI 30 VI 15 6.00 0.67
e VI 30 VI 30 4.00 0.50
f VI 60 VI 30 3.00 0.67
g VI60 VI 60 2.00 0.50
h VI 60 VI 180 1.40 0.25
i VI 90 VI90 1.40 0.50
j VI 120 VI 120 1.00 0.50
k VI 120 VI 240 0.67 0.25
1 VI 180 VI 30 2.33 0.86
m VI 180 VI 60 1.40 0.75
n VI 180 VI 240 0.50 0.33
o VI 180 VI 180 0.67 0.50
p VI 240 VI 30 2.17 0.92
q VI 240 VI 120 0.67 0.75
r VI 240 VI 240 0.33 0.50

The COR requirement (Guilkey, Shull, and
Brownstein, 1975) was used to prevent com-
ponent bias. If the more-usual changeover
delay (COD) procedure (Wilkie, 1973) were
used, one would either have to allow unrein-
forced responses to occur in the presence of the
signal during the COD or else prevent the
onset of the signal until the COD had elapsed.
Both alternatives increase the amount of time
spent in the signalled component.

For similar reasons, reinforcer availability
in each component was scheduled indepen-
dently of reinforcer availability in the other
component. That is, if a reinforcer had be-
come available in S2 while the subject was
responding in S1, it did not prevent additional
reinforcers from becoming available in S1.
The variable-interval schedules studied aver-

aged 240, 180, 120, 90, 60, 30, and 15 sec.
Table 1 shows the schedules studied. The
order in which each pigeon was exposed to the
schedules in Table 1 and the number of ses-
sions at each condition are included in the
Appendix. Each session was terminated after
delivery of 60 reinforcers (4-sec access to mixed
grain).
With few exceptions, the signalled condi-

tion was introduced only after stable perform-
ance had been obtained on the baseline un-
signalled schedule. Thus, a change in the
relative and overall frequency of reinforce-
ment was usually made during unsignalled
conditions. However, in order to examine the
effect of manipulating reinforcement fre-
quency on stable signalled performance, four
subjects were exposed to a sequence of condi-
tions in which signalled conditions did directly
follow other signalled conditions (see Appen-
dix). Bird 3894 became ill after Condition 15
and was removed from the experiment; Bird
2612 replaced it. For this new bird, the signal
was introduced immediately following acqui-
sition of responding on conc VI 15-sec VI 15-
sec. The COR requirement was gradually in-
creased to seven responses after the signal was
introduced.

RESULTS

The mean session data, for each pigeon, for
the last five days of each condition, for all
conditions, in order of presentation are pre-
sented in the Appendix.
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Figure 1 shows both the relative response
frequency (top) and the relative time (bottom)
in the unsignalled component (S2) as a func-
tion of the obtained relative reinforcement
frequency in S2. To facilitate comparisons,
only those signalled and unsignalled condi-
tions in which the overall reinforcement fre-
quency was equal to 1.4 reinforcers per minute
have been included in Figure 1. For unsig-
nalled conditions, both relative response fre-
quency and the relative time in S2 matched
the relative reinforcement frequency fairly ac-
curately. The equations of the best-fitting
lines by the method of least squares are in-
cluded in Figure 1 for each animal.

Signalling reinforcer availability in S1, in
agreement with Wilkie (1973), influenced both
the relative time and relative response fre-
quency in S2. With one exception (Bird 3894),
relative response frequency in S2 increased to
levels near 1.0. That is, during signalled con-
ditions, the number of responses in S1 emitted
in red alone decreased to near-zero levels at
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RELATIVE REINFORCEMENT FREQUENCY IN S2
Fig. 1. The relative response frequency (top) and relative time in the unsignalled component as a function of

the obtained relative reinforcement frequency in S2 for unsignalled (closed circles) and signalled (open circles)
conditions. Each data point represents the average of the last five sessions of each condition. Overall reinforce-
ment frequency was constant at 1.4 reinforcers per minute.

relative reinforcement frequencies of 0.75 and
0.50. The effect was not quite as strong at a
relative reinforcement frequency of 0.25. As
the reinforcement frequency increased in the
presence of S1 and decreased in the presence
of S2, the frequency of unreinforced S1 re-
sponses increased.
The effect of signalling reinforcer availabil-

ity on the relative time in S2 was considerably
different. Although adding the signal also in-
creased the relative time spent in S2, the mag-
nitude of the change was much less than that
observed in the relative response frequency.
This result was primarily due to the animals
spending considerable time in S1 without
pecking the key; that is, after pigeons changed
over to the signalled component, they re-
mained in that component, even though the
signal was not present and the extinction-cor-
related stimulus was in effect. Figure 1 also
shows that the obtained relative reinforcement
frequency in S2 approximated the scheduled
relative reinforcement frequency and re-

3759 1290 3894
0 IT o 0 A O
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mained relatively constant during both the sig-
nalled and unsignalled conditions.

Figure 2 shows the relative local response
rate in S2 as a function of the obtained relative
reinforcement frequency in S2. Relative local
response rate was calculated by dividing. the
local rate in S2 by the sum of the local rates
in SI and S2. Data are provided for only those
unsignalled conditions presented in Figure 1.
For Bird 3759, relative local response rate
reasonably approximated 0.50 over all relative
reinforcement frequencies tested. However, for
Birds 1290 and 3894, the local response rate
was slightly below 0.50 at a relative reinforce-
ment frequency of 0.25 and slightly above 0.50
at a relative reinforcement frequency of 0.75.
Two of the three birds tended to peck at a
higher rate in the presence of the component
stimulus associated with the higher reinforce-
ment frequency.

Figure 3 shows the per cent change in both
the relative proportion of time spent in S2
(closed circles) and the relative reinforcement
frequency in S2 (open circles) produced by
signalling reinforcer availability, as a function
of overall reinforcement frequency (reinforc-
ers per minute). Data are presented only for
those conditions in which the relative rein-
forcement frequency equalled 0.50. The
change in relative time in S2 was calculated by
subtracting the average relative time in S2 for
the last five sessions of the unsignalled condi-
tion from the average relative time in S2 for
the last five sessions of the corresponding sig-
nalled condition. The per cent change in rela-
tive reinforcement frequency was calculated in
a similar fashion. The signalled conditions im-
mediately followed the unsignalled conditions.

Figure 3 shows that as the overall frequency
of reinforcement of the baseline unsignalled
schedule was increased, the magnitude of the
change in relative time in S2, produced by
signalling reinforcer availability, decreased.
In contrast, the addition of the signal had very
little effect on the obtained relative reinforce-
ment frequency at any overall frequency
tested; relative reinforcement frequency ap-
proximated 0.50 during both signalled and
unsignalled conditions. Thus, Figure 3 demon-
strates that as the overall frequency of rein-
forcement increased, the magnitude of the
deviation from matching produced by the
signal decreased to zero or near-zero levels.
That is, even though responding in the sig-

nalled component was nearly eliminated, pi-
geons continued to allocate time to the sig-
nalled component according to the relative
reinforcement frequency in that component.
The decrease in relative time in S2 cannot be
simply attributed to repeated introductions of
the signal, for each pigeon was exposed to a
different sequence of schedules (Appendix).
The previous analysis demonstrated that the

smallest deviation from the matching relation
between relative time and relative reinforce-
ment frequency was obtained when the signal
was added to one component of a conc VI VI
schedule in which the overall reinforcement
frequency was greater than four reinforcers
per minute. Birds 1290, 2743, 3759, and 2612
were exposed to a sequence of signalled con-
ditions (Conditions 24 to 28 for Bird 1290,
13 to 16 for 2743, 16 to 21 for 3759, and 1 to 3
for 2612) to examine whether the slight devi-
ation obtained at the denser reinforcement
frequencies would change if either the rein-
forcement schedule in one (Birds 3759 and
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Fig. 2. Relative local response rate in S2 as a func-
tion of -the relative reinforcement frequency in S2.
Data are provided for those unsignalled conditions pre-
sented in Figure 1.
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Fig. 3. The per cent change produced by introduction of the signal in relative time in S2 (closed circles) and

relative reinforcement frequency in S2 (open circles) as a function of overall reinforcement frequency. Relative
reinforcement frequency was constant at 0.5.

2612) or both components (2743 and 1290) The sequence of schedules associated with SI
were changed without removing the signal. and S2, respectively, are shown in each panel

Figure 4 shows the relative response fre- of Figure 4. For Birds 3759 and 2743, only the
quency (closed circles), relative time (open last five sessions of baseline conc VI 30-sec sig-
circles), and the obtained relative reinforce- nalled VI 30-sec, and for Birds 1290 and 2612
ment frequency .(dashed lines) in S2 for each only the last five sessions of baseline VI 15-sec
session as a function of these schedule changes. signalled VI 15-sec are presented. Due to an
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Fig. 4. The relative response frequency (closed circles), relative time (open circles), and relative reinforcement

frequency (dashed lines) in S2 per session for signalled conditions in which the reinforcement frequency in S1
(Birds 3759 and 2612) or SI plus S2 (Birds 2743 and 1290) was changed without first returning to the correspond-
ing baseline unsignalled concurrent schedules.
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equipment failure, the last condition for Birds
3759 and 2743 had to be terminated prema-
turely.
The data in the first panel of Figure 4

show that, for all birds, relative time in S2
closely approximated the relative frequency of
reinforcement in S2. Changing the reinforce-
ment schedule in one component without re-
moving the signal resulted in an abrupt
change in the obtained reinforcement fre-
quency, so that it matched the new scheduled
relative reinforcement frequency. Within a
few sessions, the relative time in S2 also
changed, until it again approximated the ob-
tained relative reinforcement frequency. That
is, relative time in S2 changed, as the ob-
tained relative reinforcement frequency in S2
changed, so that a matching relationship con-
tinued to occur. For Bird 2743, matching was
obtained when the overall reinforcement fre-
quency was decreased to levels at which the
abrupt introduction of the signal had previ-
ously produced a substantial deviation from
matching; e.g., conc VI 60-sec signalled VI
60-sec.

It is important to note that the performance
of 2612 was similar to that of the other sub-
jects, even though it had not been previously
exposed to other conc VI signalled VI sched-
ules. In addition, the data of Bird 2612 pro-
vide additional evidence that the relationship
between the per cent change in relative time in
S2 and overall reinforcement frequency shown
in Figure 3 is not due simply to repeated in-
troductions of the signal. For Bird 2612, in-
troduction of the signal to one component of
conc VI 15-sec VI 15-sec (Panel 1, Figure 4)
did not produce a deviation from matching,
even though it was the bird's first exposure to
the signal.

DISCUSSION
The present results partially support the

time-allocation hypothesis. The effect of sig-
nalling reinforcer availability, in one of the
concurrent VI schedules, on the matching re-
lationship between obtained relative reinforce-
ment frequency and relative time in each com-
ponent, was a function of the manner in which
the signal was introduced. When the signal
was introduced at high overall reinforcement
frequencies, its disruptive effect on the match-
ing relation obtained during the unsignalled

baseline conditions (Figure 3) was minimized.
Furthermore, the relative time continued to
match the obtained relative reinforcement
frequency, even when the reinforcement sched-
ule in one or both components was subse-
quently changed. Thus, the data of Figure 4
support the suggestion of Brownstein and Plis-
koff (1968) and Baum and Rachlin (1969) that
a law of time allocation, rather than a law of
response distribution (Herrnstein, 1961), gov-
erns behavior maintained on concurrent VI
schedules of reinforcement.

However, the results of abruptly introduc-
ing the signal at low overall reinforcement
frequencies did not always support the time-
allocation law. At reinforcement frequen-
cies - 4.0 reinforcers per minute, the relative
time spent in the unsignalled component (S2)
increased, even though the obtained relative
reinforcement frequency remained constant.
The present study also demonstrated that,
with identical VI schedules associated with
each component, the magnitude of this devia-
tion from matching was inversely related to
the obtained overall reinforcement frequency.
One possible explanation of this deviation

from the matching relation could be that pi-
geons prefer unsignalled reinforcement (Wil-
kie, 1973). Such a preference would appear to
increase as the overall reinforcement frequency
decreases. However, the preference explana-
tion does not account for the role of the pro-
cedure used to introduce the signal. Figure 3
shows that abruptly adding the signal to a
conc VI 60-sec VI 60-sec schedule resulted in a
substantial increase in the relative time allo-
cated to the unsignalled component, with no
corresponding increase in the obtained relative
reinforcement frequency. Thus, there was a
substantial deviation from the matching rela-
tion. The data of Figure 4 (Bird 2743) show,
however, that this deviation from matching
did not occur when the reinforcement sched-
ule was changed to conc VI 60-sec signalled
VI 60-sec after the signal was first added to a
conc VI 30-sec VI 30-sec schedule.
An alternative explanation of this deviation

from matching considers both the frequency
of signal presentations and the presence of
an extinction-correlated stimulus in the sig-
nalled component. These variables may have
influenced time allocation during the transi-
tion from unsignalled to signalled perform-
ance. As the signal began to exert control over
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responding in the signalled component, the
stimulus previously associated with that com-
ponent (red) began to signal extinction. As a
result, the pigeon's behavior began to resemble
performances observed when pigeons' re-
sponses are reinforced on conc VI EXT sched-
ules (Catania, 1966). They changed over to the
unsignalled component and allocated more
time to that component. However, since the
addition of the signal did not alter the sched-
uling of reinforcement in the signalled compo-
nent, the pigeons were occasionally rewarded
for changing over to the signalled component.
Although most changeover responses were fol-
lowed by the onset of the extinction stimulus
(red), which set the occasion for immediately
changing back to the unsignalled component,
a few changeover sequences were immediately
followed by onset of the signal. As a result,
the pigeons continued to change over to the
signalled component, although they did not
remain in that component long enough for
matching to occur. At the same time, since
the signal was reinforcing, its frequency op-
posed this shift in relative time to the unsig-
nalled component. The pigeons were rewarded
by onset of the signal, not only for changing
over to the signalled component, but also for
remaining in the presence of the extinction
stimulus.

According to this analysis, the magnitude
of the deviation from matching, although lim-
ited by the obtained relative reinforcement
frequency, was the result of the dynamic inter-
play of extinction and signal frequency. While
extinction was acting to increase the relative
time allocated to the unsignalled component,
signal frequency was simultaneously acting to
increase the amount of time allocated to the
signalled component. The relative strength of
these two variables depended on the reinforce-
ment frequency in the signalled component.
At low reinforcement frequencies, few signals
were presented, and the probability that an
animal would be rewarded for remaining in
extinction was low. Therefore, low signal fre-
quencies did little to oppose the shift to the
nonsignalled component, and a large increase
in the relative time in S2 was obtained. At
higher reinforcement frequencies, the proba-
bility of being reinforced while in the sig-
nalled component was greater, and this effect
more strongly opposed the tendency to allocate
time to the unsignalled component.

The data of Figure 4 are also consistent with
the present hypothesis. The sequence of sig-
nalled schedules described there can be viewed
as a shaping procedure that minimized the ef-
fect of introducing an extinction stimulus. Be-
cause at high reinforcement frequencies (four
to eight reinforcers per minute) remaining in
the presence of the extinction stimulus was
often reinforced, it quickly increased in dura-
tion until the relative time in S2 approximated
the obtained relative reinforcement frequency
in S2. Once this waiting response was estab-
lished, it was maintained even when reinforce-
ment frequency was gradually reduced.

In summary, the present results question the
utility of using conc VI VI schedules to exam-
ine whether animals demonstrate a preference
for signalled versus unsignalled reinforce-
ment conditions. Preference for the unsig-
nalled component of a conc VI VI schedule,
easily eliminated by altering the manner in
which the signal was introduced, appeared to
be a contrast-related phenomenon produced
by different variables than the preference for
signalled conditions reported by several earlier
researchers (Badia and Culbertson, 1972;
Badia, Culbertson, and Lewis, 1971; Lutz and
Perkins, 1960; Lewis, Lewin, Muehleisen, and
Stoyak, 1975; Prokasy, 1956).
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Bird 1290

Rein- Time
Time Time force- (min) Time

Sched- Ses- Response Red Response Green ments Change- Change- Signal
Condition ule sions Red (min) Green (min) Green overs over (min)

1 g 34 665 11.5 378 10.5 29 179 5.6 -
2 g S 36 20 5.8 609 14.4 27 293 5.3 0.68
3 g 13 524 10.6 544 12.5 29 244 4.4 -
4 h 15 1596 25.7 490 11.0 17 311 5.6 -
5 h S 36 91 15.4 688 19.0 16 411 8.6 0.93
6 h 18 1062 27.1 321 10.1 16 258 6.1 -
7 m 26 310 10.9 904 24.5 43 285 7.0 -
8 m S 17 15 3.1 1408 33.8 44 228 5.8 0.39
9 q S 7 25 6.8 2824 72.5 45 310 8.4 0.43
10 r 12 1908 62.6 2524 80.0 32 823 23.8 -
11 r S 16 103 20.2 6492 123.0 28 724 21.9 0.99
12 r 15 3023 64.3 3972 82.2 31 757 25.2 -
13 g 6 1009 12.3 995 13.1 31 183 5.1 -
14 g S 38 41 8.4 847 14.1 29 259 5.2 0.99
15 g 17 695 10.2 840 12.1 31 200 4.8 -
16 g S 38 70 6.7 689 14.2 31 235 4.9 0.67
17 g 11 622 11.0 826 12.9 31 196 4.4 -
18 i 14 851 15.2 1124 18.7 31 266 6.9 -
19 i S 32 87 9.3 1688 26.1 32 239 6.4 0.88
20 i 22 776 14.3 1442 20.1 31 249 6.0 -
21 e 10 328 5.4 379 6.2 31 111 2.3 -
22 e S 37 39 4.7 374 9.2 32 66 1.5 0.77
23 a 38 109 3.1 144 3.8 31 43 1.6 -
24 a S 48 19 2.4 152 4.7 32 42 1.2 0.60
25 e S 7 37 4.0 378 6.2 31 75 2.1 0.80
26 f S 10 34 4.8 518 11.2 40 95 2.3 0.40
27 1 S 12 26 3.5 988 16.8 49 73 1.7 0.24
28 e S 20 30 4.9 330 6.2 30 81 1.8 0.75

Bird 2743

Rein- Time
Time Time force- (min) Time

Sched- Ses- Response Red Response Green ments Change- Change- Signal
Condition ule sions Red (min) Green (min) Green overs over (min)

1 g 10 310 9.7 337 12.5 29 153 5.6 -
2 g S 30 15 6.7 495 16.1 30 195 6.4 .0.72
3 g 8 342 11.6 367 12.0 32 210 6.5 -
4 j 21 807 24.5 837 24.7 29 262 12.2 -
5 j S 18 111 14.5 1197 29.3 31 371 13.7 0.65
6 j 25 604 18.5 826 24.9 29 356 13.4 -
7 r 7 1259 59.1 1833 81.7 31 712 28.3 -
8 r S 24 189 30.9 2661 93.9 30 801 29.2 0.77
9 r 33 1398 50.3 2031 70.4 30 955 35.2 -
10 rS 28 97 31.0 2488 106.1 30 969 36.1 0.74
11 n S 16 134 49.2 928 40.8 18 697 23.8 0.96
12 e 14 125 4.5 171 6.0 32 118 3.8 -
13 e S 43 14 4.1 184 6.6 32 103 3.7 0.53
14 f S 19 5 4.9 272 9.3 39 115 5.1 0.38
15 i S 22 16 10.2 304 10.8 30 134 6.1 0.58
16 c S 20 26 6.1 65 4.1 16 57 3.0 0.97
17 o 30 722 25.6 1193 34.6 31 352 2.4 -

18 o S BO 20 3 15.6 1333 34.3 30 444 2.5 0.64
19 o 41 638 23.7 1191 38.3 31 323 2.6 -

20 a 6 109 3.6 125 4.4 30 41 2.6 -

21 a S 9 59 2.9 103 4.1 31 37 2.3 0.54
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Sched-
Condition ule

1 g
2 gS
3 g
4 m
5 mS
6 m
7 h
8 hlS
9 k
10 k S
11 qS
12 q
13 . e
14 e S
15 e SBO
16 e S
17 fS
18 eS
19 1 s
20 pS
21 b S
22 i
23 is
24 i
25 a
26 a S

HENRY MARCUCELLA and GARRY MARGOLIUS

Bird 3759

Rein- Time
Time Time force- (min) Time

Ses- Response Red Response Green ments Change- Change- Signal
sions Red (min) Green (min) Green overs over (min)

19 364
22 12
10 550
23 385
20 12
16 281
40 857
20 61
6 1527
18 51
30 20
29 241
10 188
20 11
7 0
12 1
17 5
13 4
15 1
6 9

15 2
14 592
29 25
12 697
7 157

26 13

9.7
6.3

10.0
10.0
6.3
9.6

27.1
16.8
57.9
43.0
11.9
12.6
5.2
5.0
5.2
5.2
5.1
4.8
3.7
2.6
2.9

13.7
10.1
15.1
3.6
2.1

377 10.0 29 276
373 11.0 29 322
411 8.4 28 303
1028 27.7 44 234
943 28.8 44 273
588 27.3 44 255
297 10.1 16 240
401 13.5 17 404
474 18.5 15 404
632 26.4 16 571

1929 55.3 45 486
1457 63.1 46 243
210 5.1 31 132
190 4.5 28 159
182 5.1 29 152
175 5.1 30 104
370 7.9 39 176
182 4.8 29 147
812 14.8 48 182
1345 18.7 54 145
235 4.1 23 110
950 17.3 30 267
755 22.2 30 280
893 17.5 30 331
232 4.7 33 33
147 3.7 33 50

7.5 -
8.9 0.49
7.3 -
5.8 -

6.9 0.26
6.8 -
6.4 -
11.2 0.79
10.3 -
18.8 0.86
16.5 0.32
7.0 -

4.2 -

4.5 0.67
4.4 0.83
4.4 1.00
5.3 0.75
4.2 0.99
5.0 0.40
4.5 0.20
3.5 0.90
7.8 -
8.6 0.82
9.6 -
2.3 -
3.3 0.60

Bird 3894

Sched-
Condition ule

Rein- Time
Time Time force- (min) Time

Ses- Response Red Response Green ments Change- Change- Signal
sions Red (min) Green (min) Green overs over (min)

1 g
2 h
3 hS
4 h
5 g
6 m
7 mS
8 m
9 e
10 e S
11 e S BO
12 i
13 is
14 i
15 h

6 853 13.1 698 12.4 29 85
27 2305 26.2 312 8.2 14 111
34 570 24.1 727 16.8 16 187
32 2279 29.6 463 11.5 15 177
24 1490 16.5 677 11.0 30 105
44 1050 14.7 1910 26.1 45 150
43 96 4.4 2505 34.1 45 418
10 461 8.6 2300 28.4 44 162
30 389 8.1 397 6.7 30 73
27 674 5.8 333 8.6 31 56
38 0 7.1 730 9.0 33 77
15 1182 16.6 1641 19.7 30 150
31 159 9.7 2611 24.8 33 173
33 1309 17.3 1711 18.0 31 121
36 2248 28.0 796 12.3 16 93

Bird 2612

Rein- Time
Time Time force- (min) Time

Sched- Ses- Response Red Response Green ments Change- Change- Signal
Condition ule sions Red (min) Green (min) Green overs over (min)

1 a S 20 1 1.5 49 2.3 29 89 3.4 0.6
2 d S 22 8 1.7 433 6.8 42 52 1.7 0.5
3 a S 18 26 2.2 284 3.6 32 54 1.7 0.4

3.0 _
3.7 -
4.3 0.90
4.7 -
3.0 -

5.2 -
4.2 0.36
4.9 -

3.1 -

2.6 0.56
3.0 0.64
6.3 -
6.0 0.74
7.1 -
4.6 -


